Ask-Me-Why: Model-agnostic Explainability Framework

Jonathan Lai and Hegler Tissot (Advisor)

Drexel University DI'exel

UNIVERSITY
PROBLEM & MOTIVATION Core Innovation Neighborhood Search: Table 2: Genetic Disorder (512 neighbors)
The Challenge Weighted Cosine Difference (WCD): KD-Tree indexing: O(n logn) Method Comparison | Spearman p Interpretation
- T . : SHAP 0.128 Weak positi
Current explainability methods require access to model WCD(f,z) = CosDiff( Focal, Fglobal) % Uniqueness(z ) k € {16, 32, 64, 128, 256, 512, 1024} e Ty W::k zzz:t:zz
internals. What if we could explain ANY model's Where: Max radius: 2.0 (Euclidean) CBooet 0'005 ot
predictions using only the data? P_local = Feature distribution in k-nearest neighbors Distance weighting: > ' ki
P_global = Feature distribution in entire dataset e Model Explanations "
_ A . 1 XGBoost: Od
The Black Box Challenge T - el w; = HE—d 1. Mushroom Instance #3900: oost: Odor)
: . . . ' || Flocatl |-l Fglobail Prediction: EDIBLE v (99.97% confidence)
Healthcare: Why was this patient diagnosed with d_i = distance to neighbor _
seieliron 25 Uniquenesseyy(z7) = 1 — Hocal(zy) r_max = maximum radius op 1F eatC%ui:'IeSO(lgrs(g.lgng\./‘\’/\l’\lI‘;Y).
Finance: Why wa.s this loan applicati(?n re.jecrt)ed? Uniqllﬂnﬂssmnt[;ﬂf] — |~"3.r;lit:lrm| Comparison Methods: 2. Stalk-color below ring (GRAY)
Law: Why_W?S tfns case flagged as high-risk Where: SHAP (TreeExplainer) - Shapley value approximation , P3t.' iaﬁgglo;()((?sR-OWN)
Current Limitations x_f = instance's feature value LIME (Tabular) - Local linear surrogate P.reo?i:teir:)n' Mit:chondrial disorder v (67.9%)
5 - 0
Method | Limitation p_local = neighborhood mean XGBoost - Global feature importance Top Features (ASK-Me-Why):
SHAP Requires model access; Different models — different o_local = neighborhood standard deviation Validation Approach: 1. Mother's age (33)
explanations Framework: 2 diverse datasets with different characteristics 2. Patient age (0)
LIME Model-specific; Unstable for mixed data types 1] Data—> @ Embed—»QAnaIyze—»Model—»@Eprain Spearman rank correlation for method comparison 3. Father's age (52)
XGBoost | Tied to one model; Often global rather than instance-specific Algorithm Pipeline: Top-k feature agreement analysis CONCLUSIONS
1. Embed instances using unsupervised methods RESULTS 1. Ask-Me-Why produces per-instance explanations without
OBJECTIVES 2. Build KD-Tree index for neighbor search e parlentiPIO0I058 | Festure it Bloo c8 cout (tneusand permicrolter | Velue: 8:875007656552050 2 {,nvode:‘f Cjeés. - Diff hiahlights feat both
1. Explain ANY model without access using 3. Find k-nearest neighbors in embedding space B % itibutionaly distinct and value-extreme.
neighborhood analysis - Identify instance patterns & 4. Compare local vs global feature distributions 3. Complements SHAP, LIME & XGBoost by surfacing
provide complementary insights to 5. Weight by instance uniqueness — WCD score - different but meaningful signals and comparing feature
SHAP/LIME/XGBoost | | 6. Train model on same instances ™ rankings. .
2. IEnable regulatory compliance for healthcare, finance, 7. Provide model explanations Figure 2. Local vs. Global White-Blood-Cell Distributions 4. Scalers; to mixed data & large datasets via KD-Tree k-NN
aw _ o Technical Details _ _ ;eargd . lization tools for furth Ivsi
3. Support mixed data types & scale eff|C|ent|y P——— feature Rank |cos diff uniqueness welglj.htedd_cos_dlff_no 5. Provides visualization tools for further analysis
- rmailize
4. Empower domain experts with interpretable PR T H;iso::;gg e Methods REFERENCES
: White Blood
explanations | ~Adaptive binning (0.250, 0.50, ce..‘?ou:to 1 0.41886 1.931932 1 0.33363 Ribeiro M.T., Singh S., Guestrin C. “Why Should | Trust
5. Provide model prediction explanations Continuous I;s_aéi‘ilﬁzegﬂ;fgmg j‘zinzec;‘i‘:t)er iation for bin | You? Explaining the Predictions of Any Classifier.” KDD
METHODS numeric bins assignment P White Blood Cell count “neighborhood” shifts as we vary the '16, pp. 1135-1144.
- - Distance-weighted aggregation number of nearest neighbors (k). The right-hand bar is the Lundberg S.M., Lee S.-I. “A Unified Approach to
K.ev. Insllqht | Categorical Tr?ated as “Missing” :Ere}:quency-b'a?:dddistrib}:{tions fixed global distribution. Interpreting Model Predictions.” NeurlPS 17, pp. 4765—
Similar instances in s Sy per e Feature Ranking Comparison: AT74.
embedding space Datasets Table 1: Mushroom Dataset (128 neighbors) Chen T., Guestrin C. “XGBoost: A Scalable Tree Boosting
should behave similarly Method Comparison | Spearman p Interpretation System.” KDD ’16, pp. 785-794
' ' Dataset Instances | Features Task Characteristics SHAP 0.016 Weak positive _ ' » ' o
When they don't, those Mushroom | 8.124 22 categorical | Binary Seflore B Sl — Llnardgtos P., Papaste_fanopoulos V KotS|aptls S.
differences explain the P—— LIME 0.450 Moderate positive “Explainable Al: A Review of Machine Learning
prediction. Figure 1: Local vs. Global Disorder | 2393 | bcont 36 cat | Multidabel | Age & lab patterns XGBoost 0.186 Weak positive Interpretability Methods.” Entropy 23(1): 18, 2021.




